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Introduction

A time series (TS) is a sequence of real values, reffered to as data points, which were recorded
at regular time intervals [1l]. They are widely used in sectors as diverse as healthcare [2, 3],
industrial process monitoring [4] and financial markets [5]. The problem of assigning a prede-
fined class to a time series in order to identify noteworthy events or patterns is referred to as
time series classification (TSC). An example of how TSC is used involves determining whether
a signal from an seismic sensor represents a volcano-tectonic earthquake or a man-made explo-
sion like quarry blasts or illegal bomb fishing [6].

In many real-world applications, the speed at which a correct classification can be achieved
is as important as the accuracy of the classification itself. This demand has introduced a new
challenge in accurately classifying time series at the earliest possible point in time, known as
early time series classification (ETSC). This problem has been studied extensively and several
approaches and techniques have been developed, with many applications in various fields [7]].
For example, in the medical field, to quickly identify the medical condition of a comatose pa-
tient using EEG data [8]].

The concept of earliness in ETSC refers to predicting the correct class of a TS after considering
only a minimum number of data points. To find a good solution to the ETSC problem, both
earliness and accuracy need to be maximised. However, these objectives are inherently contra-
dictory, as early classification relies on limited data which usually makes an accurate prediction
more difficult. Conversely, having access to a larger data set allows for more accurate predic-
tions, which is achieved by delaying the classification resulting in reduced earliness.

In ETSC, prior work has mostly considered earliness in terms of the number of data points used,
but in the real world a fast prediction is essential. In real-time (wall-clock time) the number of
data points per unit of time depends on the transmission frequency at which the data is received.
An ETSC algorithm designed to work in real-time must consider the runtime of a classification
and the data rate of the incoming data in order to work in a time-efficient manner, avoid building
up a data backlog and deliver a classification result quickly. This new problem of finding an
ETSC solution in real-time, which is the subject of this work, will be called Real-time Early
Time Series Classification (RETSC).

In other works the RETSC Problem was also identified. The TEASER paper mentions an ex-
tension of their framework for fast classification in terms of wall-clock-time as a next step [1].
In a recent publication of an evaluation framework for ETSC algorithms, the authors measured
how different ETSC approaches perform in a RETSC scenario [9]. However, we are not aware
of prior work that explicitely targets RETSC.

In this work, we research methods to optimise TEASER for real-time early time series classifi-
cation while aiming for maximal accuracy.

Realtime

In order to analyse the RETSC problem, it is important to clarify what exactly is meant by
“real-time* in this context. In a more colloquial or non-technical context, “real-time* typically
refers to the ability of a system to respond quickly enough that any delay is imperceptible to a
human observer. In technical domains, however, operations may be much faster, and real-time
suddenly only allows a delay of less than a few milliseconds [10]. Due to the varying speed
requirements of real-time systems across different domains, using minimum response time as
a general definition for real-time is not ideal. In technical contexts, therefore, fast computing
distinguishes from real-time computing. Rather than being fast, the most important property



that a real-time system should have is predictability, i.e. its functional and timing behaviour
should be as deterministic as is necessary to satisfy system specifications [11]. Thus, real-time
could be defined as being predictably fast enough to meet the specified constraints.

However, depending on the complexity of a given system, the interpretation of predictability
may vary. In simple systems, fulfilment of all specified requirements should always be guaran-
teed. This is because it is possible to design such systems so that all tasks are fast enough to
meet the requirements even in their worst-case runtime. For more complex systems, it is often
not possible to accurately determine the worst-case runtime of all components, as the number
of tasks, the computational and resource requirements of all tasks, and the environmental in-
fluences would have to be known when the system is designed. In this case, predictability is
usually not considered as strictly and may vary from task to task. There may be critical tasks for
which the fulfilment of their constraints must still be guaranteed. Other tasks may only require a
probabilistic guarantee, i.e. only a certain proportion of these tasks must meet their constraints,
or the task must meet its constraints with a certain probability [12].

In the field of Al systems, it is common practice to use less strict definitions of real-time, as
these systems can be very complex. The focus is usually on achieving high level objectives
rather than worst-case requirements. A commonly used definition is that the system is expected
to achieve the required quality value in the required time on a statistical basis (e.g. on average).
However, no guarantee is given for any individual tasks [13]].

TEASER

The Two-tier Early and Accurate Series classifiER (TEASER) was developed as a two-tier
approach to the ETSC problem. TEASER works with prefixes of a time series that are extended
by a regular number of data points in each step. These prefixes are called snapshots [1]]. For
each snapshot, a first-tier classifier and an associated second-tier classifier are trained. The
first-tier classifier calculates a probability for each class, indicating the likelihood of the current
snapshot belonging to that specific class. These class probabilities are forwarded to the second-
tier classifier, which then decides whether the first-tier’s prediction is reliable enough to return
a classification. TEASER does not make a final prediction until a class has been predicted by
the second-tier classifier a sufficient number of times in a row. The earliness of this prediction
refers to the length of the last snapshot used by the first-tier classifier.

By default, TEASER uses WEASE [14] as the first-tier classifier and an one-class SVM
(0ocSVM) as the second-tier classifier. The number of snapshots and therefore also the amount
of first-tier and second-tier classifiers, is determined by the interval length parameter set by the
user. Typical values for this are 5, 10 or 20, which refer to the number of sections into which the
time series data is divided. In each iteration, the snapshots are incremented by one such section.
This allows the classifier to avoid processing each new data point individually, which would be
less efficient.

In this implementation, real-time does not play a role because new data points are always avail-
able as soon as TEASER needs them. Also, the time TEASER needs to classify a data point is
irrelevant for achieving a good earliness score. TEASER computes its prediction for a snapshot
and moves on to the next longer snapshot as soon as it is complete. In real-time, this may not
always be possible due to the gradual arrival of the data.

IThere is a new Version of WEASEL [[13], but TEASER still uses the original Version [14].



Objective

The primary goal of this thesis is to extend TEASER to work in real-time. This means that,
on average, TEASER should take less time to classify a data point than it takes to receive a

new data point. The average classification time for a data point (@) must therefore never be
longer than one period of the transmission frequency f.
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In order to be able to meet this real-time hard-constraint, it is first necessary to determine how
much time TEASER needs, on average, to classify a data point. Also the transmission fre-
quency needs to be added as a new parameter. This makes it possible to calculate whether the
classification is running too fast or too slow in relation to the data rate. TEASER can then adapt
its classification to meet the real-time constraint again.

If the transmission frequency is very low, i.e. the data points arrive slowly and TEASER has to
wait between classification steps, more time can be spent on classification to hopefully achieve
a higher accuracy. This could be done by increasing the amount of new data points in each step
and lowering the threshold for how many times a class must be predicted by the second-tier
classifier before a final classification is made. If the transmission frequency is very high, i.e.
TEASER is not fast enough to process all the incoming data points, then less time should be
spent on classification in order to to meet the real-time constraint. In this case, the number
of new data points per step could be reduced and the final prediction threshold increased. In
addition, new data may be more relevant than old data. Therefore, only every second or third
data point could be used for classification. Another approach is to frequently check whether a
backlog of data is building up. If this is the case, we can simply discard that data and continue
with the latest incoming data point.

Evaluation

To assess the effectiveness of the proposed modifications, data from the UCR Time Series Clas-
sification Archive [16]], a well known resource in the field of time series classification, will be
used. Some of these datasets were also used to evaluate TEASER in the original paper.
TEASER and its extended version will be tested with time series data at different data rates:
one lower than TEASER’s classification speed, requiring it to wait for the data to arrive; one at
the same speed as TEASER’s classification speed, for comparison with the basic version; and
probably two different data rates higher than TEASER’s classification speed, so that a backlog
of data will build up. During the experiments, earliness and accuracy are measured. Then, the
different approaches to extending TEASER for real-time classification are compared.
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