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BPM/BPMN Primer



Process Modelling - The Why



Business Process Management

Goals
... get holistic view on how an organisation works
... understand activities of an organisation and their relations

... understand embedding of activities within
an organisational and technical context

Z> Potential for improving the business process



BPM Lifecycle

Starting point
e Radical changes work out only under specific conditions
* Re-engineering neglects continuous changes of

environment

BPM Lifecycle
* Continuous evaluation and monitoring of a process
* |Incremental improvements

“Business process management includes concepts, methods, and
technigues to support the design, administration, configuration,

enactment, and analysis of business processes”
[Weske]



BPM Lifecycle and Models
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Large variety of modelling purposes
* Business purposes
* Information systems purposes

Business purposes
 Documentation, guidelines, work instructions
* Process redesign, from as-is to to-be
e Staff planning, often using statistical annotations
e Quality certification



Purposes of Modelling cont.

Information systems purposes
* Enterprise Resource Planning (ERP) system selection

* ERP systems provide business functionality

e System selection based on delta-analysis of own processes
and implemented process

e Software development

* Process models as requirement documents

* Process implementation

* Workflow system supports execution of cases
* Different degrees of automation of activities



Process-oriented Information System

Process-oriented Information System (POIS)

* “a generic software system that is driven by explicit
process representations to coordinate the enactment

of business processes”
[Weske 2007]

Process-orchestration

e "0 system acts as a central agent that controls the
execution of the process activities, very similar to a
conductor centrally controlling the musicians in an
orchestra”
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BPM Lifecycle and POIS
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Beyond System Workflows

Human Interaction Workflows

e User interaction during process execution
 Combination of manual and fully automated activities
* Active control of process by interaction with process

participants

Human workflow systems
typically also include:

* Modelling and
integration of process
participants
(roles, capabilities)

* Provisioning of specific
interfaces (work lists)
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Example of a Human Interaction Workflow

Inventory
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Office Application
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from M. Weske: Business Process Management, © Springer-Verlag Berlin Heidelberg 2007




Process Modelling - The How
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Process Models

Original
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Mapping Business Processes

What is mapped to a process model?

Activities
Building blocks that describe elementary pieces of work
Routing conditions

Describe temporal and logical constraints on the execution
of activities

Inputs, Outputs
Informational or physical artefacts processed by activities

Events
How time, messages, exception influence the execution

Resources
Persons, organisational units, systems that execute
activities
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Abstraction Overview

Levels of Abstraction
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Process Modelling — How?

Modeling Technique

-

Modeling Language

Notation I Syntax l Semantics

S

[Modeling Method}

J

Modeling Tool
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Business Process Model and Notation
(BPMN)

19



Business Process Model and Notation

BPMN, version 2.0
e Standardised by Object Management Group (OMG)

* Before, version 1.X: Business Process Modeling
Notation

Very expressive modelling language, mainly for
modelling functional view of business processes

* MOF conformant meta-model
* Informal, but rather precise execution semantics
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Activities

A Task is a unit of work, the job to be

Task

performed. When marked with a

symbol

it indicates a Sub-Process, an activity that can

be refined.

Transaction

A Transaction is a set of activities that logically
belong together; it might follow a specified
transaction protocal.

An Event Sub-Process is placed into a Process or

Conversations

O
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Choreographies

A Conversation defines a set of |

Participant A

Participant A

Participant &

logically related message exchanges.
When marked with
indicates a Sub-Conversation, a
compound conversation element.

A Call Conversation is a wrapper for a
globally defined Conversation or Sub-
Canversation. A call to a Sub-conversation
is marked with symbol.

A Conversation Link connects
Conversations and Participants.

Choreography
ask

A Choreography Task
represents an Interaction
(Message Exchange)
between two Participants.

Sub-Chereography

el

Participant B
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A Sub-Choreography contains

a refined choreography with

several Interactions.

Event
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behavior of activities:
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Sequence Flow
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order of activities.
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gets triggered and can interrupt the higher level
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call to a Process is marked with 2 [1] symbol.
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A Data Object represents information flowing
through the process, such as business
documents, e-mails, or letters.

A Collection Data Object represents a
collection of information, e.g.,  list of order
items.

A Data Input is an external input for the
entire process.A kind of input parameter.

A Data Output is data result of the entire
process. A kind of output parameter.

A Data Association is used to associate data
> elements to Activities, Processes and Global
Tasks.

A Data Store is a place where the process can
read or write data, e.g., a database or a filing
cabinet. It persists beyond the lifetime of the
process instance.

Data Store
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How is it defined?

A Pool 1s the graphical representation of a Participant in a Collaboration. A Participant (see page 114) can be a
specific PartnerEntity (e.g., a company) or can be a more general PartnerRole (e.g., a buyer, seller, or
manufacturer). A Pool MAY or MAY NOT reference a Process. A Pool 1s NOT REQUIRED to contain a Process,
1.e., it can be a “black box.”

€ A Pool is a square-cornered rectangle that MUST be drawn with a solid single line (see Figure 9.2).

€  The label for the Pool MAY be placed in any location and direction within the Pool, but MUST be separated
from the contents of the Pool by a single line.

€ Ifthe Pool is a black box (1.e., does not contain a Process). then the label for the Pool MAY be placed
anywhere within the Pool without a single line separator.

€ One, and only one, Pool in a diagram MAY be presented without a boundary. If there is more than one Pool in
the diagram, then the remaimmmg Pools MUST have a boundary.

The use of text, color, size, and lines for a Pool MUST follow the rules defined in Section “Use of Text, Color, Size, and
Lines 1n a Diagram™ on page 41.

Name

Figure 9.2 - A Pool
23
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Table 9.2 - Participant attributes and model associations

Attribute Name

Description/Usage

name: string [0..1]

Name is a text description of the Participant. The name of the
Participant can be displayed directly or it can be substituted by the
associated PartnerRole or PartnerEntity. Potentially, both the
PartnerEntity name and PartnerRole name can be displayed for
the Participant.

processRef: Process [0..1]

The processRef attribute identifies the Process that the
Participant uses in the Collaboration. The Process will be
displayed within the Participant’s Pool.

partnerRoleRef: PartnerRole [0..*]

The partnerRoleRef attribute identifies a PartnerRole that the
Participant plays in the Collaboration. Both a PartnerRole and a
PartnerEntity MAY be defined for the Participant. This attribute is
derived from the participantRefs of PartnerRole.

partnerEntityRef: PartnerEntity [0..*]

The partnerEntityRef attribute identifies a PartnerEntity that

the Participant plays in the Collaboration. Both a PartnerRole and a
PartnerEntity MAY be defined for the Participant. This attribute is

derived from the participantRefs of PartnerEntity.



Attributes

Attributes enrich the graphical representation
* Only some attributes are represented graphically
* Hence, graphical representation is not complete

Attributes of Business Process Diagrams
e Technical details (id, name, version, author, language)
* Reference to expression language

25



And semantics?

X1 — Y

1>

Xm - = n

Figure 13.3 - Merging and Branching Sequence Flows for a Parallel Gateway

On the one hand, the Parallel Gateway is used to synchronize multiple concurrent branches (merging behavior). On the
other hand, 1t 1s used to spawn new concwrrent threads on parallel branches (branching behavior).

Table 13.1 - Parallel Gateway Execution Semantics

Operational Semantics The Parallel Gateway is activated if there is at least one foken on each
incoming Sequence Flow.

The Parallel Gateway consumes exactly one token from each incoming
Sequence Flow and produces exactly one token at each outgoing
Sequence Flow.

If there are excess fokens at an incoming Sequence Flow, these tokens
remain at this Sequence Flow after execution of the Gateway.

Exception Issues The Parallel Gateway cannot throw any exception.

Workflow Patterns Support Parallel Split (WCP-2)
Synchronization (WCP-3)




Activities

Activities represent pieces of work
e Activities take time

e Activities are atomic (task) or subprocesses

e Subprocesses can be collapsed, if contained
process is not relevant in current model

Task

N

Collapsed
Subprocess

[+]

/

(
Expanded Subprocess

OO

27



Activities cont.

Multiple instances
 Compact representation of activities that are executed multiple times
 Example: Activity is executed for each position of an order

 Resembles For-loop in common programming languages if executed
sequentially

* Important attributes:
LoopCharacteristics is of type
MultiInstancelLoopCharacteristics,

~ ™ 4 ™
Multiple Multiple
Instance Instance
(parallel) (sequential)

g 1] Y, \_ - Y,

28



Activities cont.

Loop activities

Repeated execution of activity is represented by loop activity
Condition determines whether execution is repeated

Resembles While-loop or Repeat-Until-loop in common programming
languages (depends on testBefore = {true, false})

Important attributs:
LoopCharacteristicsis of type
StandardLoopCharacteristics

29



Sequence Flow

Execution order is defined by sequence flow

>

Execution semantics of A > B

e Activity B can be started only once activity A has
ended

Realised by signaling of flows
* Once A ends, a token is sent on the edge
* Once B receives this token, it can start execution

* Tokens in BPMN cannot be distinguished
(black tokens)

30



Execution Order

* Sequence flow allows for specifying sequential
behaviour

 Complex logic is expressed by gateways
e Gateways have base form (diamond)

* Different symbols in the base form indicate
gateway type

* Most commonly used
e Data-based exclusive gateway (XOR gateway)
e Parallel gateway (AND gateway)

31



Uncontrolled Flow

Tasks can have multiple incoming / outgoing
sequence flows

“Uncontrolled” flow semantics
* Atoken is sent on every outgoing flow
e Every token on an incoming flow results in execution

° Task B
Best Practice:
Task A :{ Task D }

Task C
32




Gateways

Data-based XOR gateway as split
* Select one out of a set of alternatives based on internal data

* Every flow leaving the gateway has attribute ConditionType setto
"Expression"andaConditionExpression

A token is sent to first flow that evaluates to true

Data-based XOR gateway as join ‘
* Merge alternative branches

Task X

e Sent token as soon as one

token arrives at incoming flows

Task A Task Y

P Task Z

default option

33



Gateways cont.

Parallel gateway, as split

e Sent token on each outgoing flow

* Allows for modelling concurrent execution
Parallel gateway, as join

* Gateway synchronises once a token has been
received on all incoming flows

* Paths of parallel execution are joint

P

34



Gateways cont.

Inclusive OR gateway, as split

* A non-empty subset of outgoing flows is selected and
a token is sent on those flows, at least one, at most all

* Can be seen as generalisation of the other two types

Inclusive OR gateway, as join

* Gateway waits until it received a token on all flows for
which a token has been produced “upstream”

* Often used because of flexibility
e But: complex execution semantics (loops!)

©
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Event-based gateway, as split

* Gateway is followed by catching intermediate
events or receive tasks

* A token is sent on the flow of the first event to
occur (or task to receive a message)

Event-based gateway, as join
* Same as XOR gateway




Events, Types and Triggers

Characteristics

e Events do not take time

e (Can be catching or throwing

* Have type: Start, intermediate, end event
Start event (catching)

 Commonly, it leads to the creation of a new process instance
End event (throwing)

e Istriggered once a token arrives

 Commonly, it signals completion of a process instance
Intermediate event (catching / throwing)

* May occur in the course of processing

Event triggers

* Define business semantics (reception of a message) for increasing
understandability

e Events have type and trigger, but not all combinations are valid

37



Start Events

O Blank

* No concrete trigger
* E.g., manual instantiation of a process

Conditional

 If condition becomes true, instantiate process

Message

* Receive a message

(&) Signal

e Observe a milestone

©@ Multiple

e Different alternatives to instantiate a process

38
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O Blank

* Ends execution path, not necessarily the
process instance

@ Termination
* Ends process instance immediately

@ Message

* Sends message

(&) Signal

e Signals a flag that may be reacted upon by
the same or other instances
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Intermediate Events

Intermediate events may be catching or throwing
e (Catching: process waits for event to occur
* Throwing: process triggers events and continues
Intermediate events are connected to the process
* By sequence flow (catching or throwing)
e Attached to boundary of activity (only catching)

Message intermediate event
e Sending is done immediately
* Process is blocked until message is received

send message receive message

40



Intermediate Events cont.

Timer intermediate event: wait for trigger

 Boundary event: a token is sent on the flow leaving the
event if timer is triggered before activity finished
execution
* Time for pausing the process may be:
e Duration (10 min, 15 days, ...)

e Point in time, absolute/relative (8:00 h, 2 days before
travel, ...)

{ Task A Task B }

41



Intermediate Events cont.

Error intermediate event: react to exceptions
* Must be catching and boundary event
* Used to define exception handling

Task

® L

Exception . J
Handling Task

42




Intermediate Events cont.

Condition intermediate event: react to changing
conditions

* Processing continues only if condition is true

Task A Task B

~——{External Temp above 18°C

‘ Heat Standby
‘—> [ Disable heating ]

External Internal Int I
Temperature Temperature T n erne:
below 15°C p emperature

above 22°C below 18°C

43
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Send a signal inside a process (instance) or even
beyond the boundaries of a process (instance)

* Broadcasting: a signal may be processed at different
places

 Model complex control flow, like synchronisation
between subprocesses

D’ Task A

<
Archive
order
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invoi
I : Invoicing / Payment
PSg al
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Link Events

Link events allow for connecting different parts of a
process model without sequence flow

g ™ 4 ™
Task A Task B
link_a link_a
- J - _J
- N e ~
Task A P Task B
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Interrupting vs. Non-Interrupting

Catching boundary events catch event during
execution of the parent activity

* Two ways to react (not valid for all event trigger)
e Interrupting: activity is aborted

* Non-interrupting: execution of activity continues,
flow of boundary is activated concurrently

46



Example

Have friends
over for dinner

I/- -
FPreparation

Choose
recipe

Frepare
dinner

=
T Further friend
wants to join

Inwite

further friend

Dinner is burnt
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Data In Processes

Activities can read and write data objects, represented by directed
associations

Associating a data object to sequence flow is interpreted as data transfer
Data objects have states that may change during processing

Task A Task B

Task A

document A document B

passed data

document document

[state 1]

[state 2]
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Input / Output of Processes

Symbols to represent input and output

for process as a whole O
* |nput data must be available to execute activity , .
* Exception: attribute optional =true = s N

Datalnput DataOutput

Data store describes a place
where the process can read or write data

* For instance, information system, shelf, ...
* |sindependent of process lifecycle DataStore

Collection data object represents
multiple instances of a data object (type) Lis

11}
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* Responsibility is defined by roles, those are depicted
graphically
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Interaction between Organisations

Interaction between organisations is realised solely by sending
and receiving messages

 Media (e-mail, mail, fax, telephone) is often abstracted
Sequence flow only for internal dependencies of an
organisation

* Only for internal dependencies, the order of activity execution
can be enforced

* Besides message flow, there are no means to influence
processing of a partner

Rule in BPMN

e Sequence flow only inside
of a pool (may be implicit)

 Message flow only
between different pools

Pool

Pool

b
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White Box Pool vs. Black Box Pool

e If internal structure is not relevant, collapse pool (black box
pool)

* Then, message flow is attached to the pool
* Background:

* Ifinteractions are discussed, the internal process of a partner is often
unknown or not of interest

 Still, one can discuss the general message exchange

« BPMN 2.0 provides means to precisely define interaction protocols
using choreography modelling
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White Box Pool vs. Black Box Pool
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Event-based Gateway, again

Common situation

» After request, one waits for response

* Solved by using an

event-based gateway é
X .

Pool

for the response messages

* Time-out by timer >
intermediate event allows '
for reacting, e.g.,
send request again

Pool
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Event Stream Processing Primer



Scenario: Logistics

Real-time planning in
logistics aims at
* Reduced slack time

e Reduced risk of missed
connections

e Efficient vehicle utilisation

Based on
* Positions of vehicles
* Recent processing times
e Current workloads




Real-time cluster monitoring
aims at

» Efficient job execution

 Reduced number of
evicted jobs

 |dentification of stragglers

Based on
* Resource availability
* Machine utilisation
* Job scheduling




Detection of Complex Events

Observation:
* Most events are not interesting
* New events supersede old events
* Ability to react to changing situations provides value

Derive complex events from simple events

Job 11 Job 12
has finished is evicted from
execution machine B-2
QO > Time
Job 12 Job 16
is scheduled on is scheduled on

machine B-2 machine B-2
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Traditional Databases

Database Management System (DBMS):
Data relatively static but queries dynamic

Persistent relations
— Random access
— Low update rate

— Unbounded disk
storage

One-time queries

— Finite query result

— Queries exploit
(static) indices
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Event Recognition System

Event Recognition System:
Queries static but data dynamic - input is time-dependant stream

Event Recognition
System

Transient streams

— Sequential access
— Potentially high rate

— Bounded main

memory
Continuous queries
Working : — Produce
Queries )
Storage time-dependant

result stream
— Indexing?

62



Event Recognition: Performance Matters!

Value of analytics decreases over time

Decision making benefits from
timeliness of analytics
* Limited windows of

opportunities
(now or never)

 Competitive advantage
(quicker than the rest)

Value

Compliance and
performance assessment

e Early detection of deviations

e Early start of remedy actions -
- action time or4.| ime

action distance
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Events

What is an event?

An event is a happening of interest. An event type is a specification of a set

of events of the same structure and semantics.
[Etzion and Niblett (2011)]

Cluster monitoring use case:

* Events denote transitions in job/task lifecycle
* Events indicate availability of machines

UPDATE_RUNMING

UPDATE_PENDING

ICT.FAILFINISH, KILL,LOST
SCHEDUL

SUBMIT

PENDING FAILKILL,LOST

SUBMIT
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Event Types

How to model events?

Event schema defined as set of attributes
* Payload of event is a set of key-value pairs
* Events often have associated time stamp

e E.g. arrival time, time of reading, ...

Task events table
The task events table contains the following fields:

Cluster monitoring: L. timestamp
. missing info
3. jobIDg Schedule,
4. task index - within the job (1444026993 -1
5. machine ID r
6. event type 239, 3, B-2,
7.
8. gsﬁgdnjmg class Schedule,
9. priority rmalik,... )

10. resource request for CPU cores
11. resource request for RAM
12. resource request for local disk space
13. different-machine constraint
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Streams

What is a stream?

A stream is a real-time, continuous, ordered (implicitly by arrival time or
explicitly by timestamp) sequence of items. It is impossible to control the
order in which items arrive, nor is it feasible to locally store a stream in its
entirety. [Golab & Ozsu (SIGMOD 2003)]

Data stream processing view: items are data tuples

t, t, t; t,
time time time time time time time time time time
miss miss miss miss miss miss miss miss miss miss

jobID jobID jobID | jobID | jobID |jobID | jobID | jobID | jobID | jobID

Complex event processing view: items are typed events

O—00

> Time
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Data Stream Processing Languages

Stream—to—Relation ] _
|dea: I Relation—to—Relation

Lift the relational /__ N \ \
model for queries \Smamg )\Relatmns
to streams — o

Implicit Relation—to—Stream

streaming
operator

SELECT timestamp, job, avg(cpu) AS avgCpu
FROM clusterEvents [range 60 slide 1]
WHERE eventType == 1

GROUP BY job

Predicates Time window definition
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Event Pattern Languages

Zoo of pattern specification languages
« Common core concepts
* Different syntax

e Subtle differences in semantics Event
Pattern types
definition Event
variables
Pattern SEQ(Schedule a, Schedule+ b[], Evict c)
Where sRkRip-till-any-match
And b[ ].machine = a.machine I Predicates

Within 2 days
Return a.(job, task), b[].job

\

Time |\And a.job = c.job And a.task = c.task

window

Output
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Next Steps



Timeline

Tentative Dates Phases
19/04/2016 Organisation and planning
until 10.05.2016 Domain and Requirement Analysis, Projectplanning

Design: Interfaces, inter-team data structures, file formats and possible test cases
Design: Intra-team data structures, architecture, algorithms

31/05/2016 Inter-team presentation of design
First implementation / prototype

14/06/2016 Inter-team presentation and mutual testing of prototype |
Intermediate debugging

05/07/2016 Inter-team presentation and mutual testing of prototype II
Final debugging

19/07/2016 Final presentation

TBD Project closing

Meeting
all

self-organised
self-organised
all
all

all

all

Deliverables

Spec. & projectplan
File format & test cases

System Design

Final implementation
Final documentation
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Specification and Project Plan

What:
* Clearly define scope of the problem to be solved (in vs. out)
e Relate to functionality and APIs of the used engine
* Functional and non-functional requirements

e Assess and illustrate dependencies between requirements
e Estimate effort and required resources to fulfil each requirement

* Instantiate general timeline for specific engine
* Milestones in terms of fulfilled requirements
* Risks and mitigation strategies

Where: in github, using your wiki
When: by 10.05.2016, please notify us by mail
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